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 A maximal Indipendent Set (MIS) in an undirected graph is a 
maximal collection of vertices I, subject to the restriction that 
no pair of vertices in I  are adjacent. 

The MIS problem is to find a MIS.

Remark MIS
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Applications of MIS Algorithms
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A growing  number of parallel algorithms  use the MIS 
algorithms as a subroutine. 

Luby show that the problem is in random NC(RNC) which 
means that there is a parallel algorithm using polynomially 
many processors that can make calls on a random number 
generator such that the expected running time is 
polylogarithmic in the size of the input. 
Luby also gives a deterministic NC algorithms, in fact we use 
this strategy to convert a specific parallel Monte Carlo 
algorithms into a deterministic algorithm.



Monte Carlo MIS Algorithm for Maximal 
Matching Problem

• High level description of the algorithms 

Input: G = (V,E) is an undirected graph 

Output: MIS I ⊆ V. 
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Luby’s Algorithm

All of randomization is incorporated in one step of the algorithm called the 
Choice Step:  

If v is a vertex and A is a set of vertices define: 

1. Create a set S of candidates for I as follows. For each vertex v in a parallel 
include v ∈ S, with probability 1/ 2d(v), where d(v) is the degree of v. 

2. For each edge in E, if both its end point are in S, discard the one of the lower 
degree; ties are resolved arbitrarily. The resulting set is I. 
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Luby’s Algorithm
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Example:
If two neighbors are elected simultaneously, then the algorithms 
discard the node with lower degree.



Luby’s Algorithm

In the choice step , value for random variables 
X0 , …, Xn-1  are chosen mutually independently, 
such that on that average a set of value for this 
random variable is good.  

A vertex is good if 
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Define an edge to be good if at least one of its endpoint is 
good. 



Luby’s Algorithm
LEMMA 1: For all v Pr (v ∈ I) ≥ 1/4d(v). 

Proof: Let L(v) = {u ∈ N(v)| d(u) ≥ d(v)}. If v ∈ S then v does 
not make it into I only if some element of L(v) is also in S. Then 
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Luby’s Algorithm

And then 
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The probability that some neighbor (λ) of v with same or higher 
degree  elects its self



Luby’s Algorithm
LEMMA 2: If v is good then Pr (v ∈ N(I)) ≥ 1/36. 

Proof: If v as a neighbor u of degree 2 or less , then
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Otherwise d(u) ≥ 3 for all u ∈ N(v). Then for all u ∈ N(v), 1/2d(u)≤ 1/6 
and since v is good,   

by LEMMA 1



Luby’s Algorithm
There must exist a subset M(v) ⊆ N(v) such that 
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Then



Luby’s Algorithm

The Luby’s MIS Distributed Algorithm runs : 

in time O(log n) in expected case  

O(logd ⋅logn) with high probability 
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Luby’s Algorithm
At each phase k : 

Each node v∈ Gk  elects itself with probability p(v)= 1/2d(v).
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Elected node are candidates for the independent set Ik



Luby’s Algorithm: Analysis

Consider the fase k : 

A good event for node v  

Hv  : at least one neighbor enters in Ik
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If Hv   is true , then v∈ Ik  and v will disappear at the end of the current phase 
At end of phase k



Luby’s Algorithm: Analysis
LEMMA 3: At least one neighbor of V is elected with probability at 
least 
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maximum neighbor  degree

LEMMA 4:  

Hv : at least one neighbor of v enters in Ik



Luby’s Algorithm: Analysis
Let dk be the maximum of degree in the graph Gk. 

Suppose that in Gk: 
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Then, 

And in phase k a node with degree disappears with 

probability at least c, obviously the node with high degree will disappear 
fast



Luby’s Algorithm: Analysis
Suppose that the degree of v remains at least d/2 for the next  
Φ phases. 

Node v does not disappear within Φ phases with probability at 
most (1-c)  
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Take   Φ= 3 log 1-c1/n 

Node v does not disappear within Φ phases with probability at most 

And with Φ phases v either disappears or its degree gets lets that d/2 with 
probability at least 1-  

 



Luby’s Algorithm: Analysis

For this by the end of 3 log 1-c1/n phases there is non node of degree 
higher than d/2 with probability at least  1-  
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And in every Φ phases the maximum degree of the graph reduces by at 
least half ,  with probability at least 1-



Luby’s Algorithm: Analysis

Maximum number of phases until degree drops to 0 
(MIS has formed) 
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with probability at least
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